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Abstract

As part of the end-to-end simulation software for the Athena X-IFU instrument, I have de-
veloped a pixel-level crosstalk simulator for transition-edge sensors (TES) in frequency domain
multiplexing (FDM).

After deriving the electrical crosstalk effects appearing due to FDM and describing their
implementation, I present simulation results concerning the effect of crosstalk on a TES pixel. I
find both a constant operating point offset, as well as weak, additional pulses transferred to a signal
pixel. After performing an energy reconstruction for pure crosstalk events as well as for photon
events influenced by crosstalk, I provide energy and time dependence lookup tables for use in the
SIXTE tool xifupipeline. Based on these results, I discuss further refinements to be made in
the current crosstalk implementation.
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1 Introduction

The Athena mission (Nandra et al., 2013) is an X-ray observatory approved by ESA as the second of
the large-class missions in their Cosmic Vision Programme. It addresses the theme of “The Hot and
Energetic Universe”. Its launch is currently planned for January 2029; as such, its two instruments
— the X-ray Integral Field Unit (X-IFU) and the Wide Field Imager (WFI) — are currently in active
development. The focus of this Bachelor’s thesis lies on the simulation of the X-IFU.

The X-IFU (Barret et al., 2016) is an array of transition-edge sensors (TES). Its general purpose is to
perform imaging spectroscopy at a resolution of 2.5 eV for photons below 7 keV, while fulfilling the
field of view requirement of 5’ at a resolution of 5. Such spatially resolved spectroscopy can be used,
for instance, to reconstruct the bulk motion of gases in galaxy clusters or to resolve the iron K complex
at 6.4 keV, as shown by Hitomi Collaboration et al. (2016) for the Perseus cluster.

Transition-edge sensors are an application of the superconducting phase transition first discovered by
Andrews et al. (1942). See Irwin & Hilton (2005) for a review. For the X-IFU, they will be used as
thermal equilibrium calorimeters (Andrews et al., 1949; McCammon, 2005) by measuring the thermal
energy deposited by an absorbed photon via a change in resistance, as a kind of resistive thermometer.
Their differences to ordinary resistive thermometers are their steep R(T)-curves, as well as the fact that
they are designed to measure changes in temperature at a very short time scale.

Their working principle is as follows: A TES is a superconductor which is operated at its transition
temperature. As such, its resistance is somewhere between its normal conductor resistance and a
resistance of ~ 0 Q. See Figure 1 for an example R(7')-curve. In order to remain at their operating
point, the TES sensors are connected to a low temperature heat bath, which cools the TES down and
compensates for the Joule heating caused by the current flowing through the detector when it is at its
operating point.

Close to the transition temperature, even the fairly small amount of heat dumped by a photon is strong
enough to change the TES resistance by an order of magnitude. If a TES is operated at a constant bias
voltage, this will lead to a drop in the current flowing to the TES. This change in the TES current is
then measured as output.

In order for a TES to return to its operating point within a short time, one takes advantage of so-called
negative electrothermal feedback — since the Joule power of a resistor is proportional to V - I, the drop
in current due to the increased TES resistance leads to a proportional drop in the Joule heating of the
TES. Effectively, the TES receives additional cooling, bringing it back to its equilibrium state.

For the regime within which the TES resistance is linear in temperature (see Section 2), the differential
equations describing a TES have been solved for a delta-function energy pulse (Irwin & Hilton, 2005),
which is a first order approximation for photon absorption. The results of these equations are pulses in
the TES current with characteristic rise- and fall-times.

The shapes and amplitudes of these current pulses are then dependent on the energy of the incident
photon (see Fig 3). Consequently, the energy of an incident photon can be retrieved by analyzing
exactly those current pulses. For this, a variety of reconstruction algorithms are currently being tested
in the framework of the X-IFU project (see Peille et al. (2016) for a summary).

The above descriptions indicate that the measurement capabilities of the X-IFU are extremely dependent
on device parameters such as the rise- and fall-times of the TES-Sensors (time resolution), their heat
capacity (which determines the change in temperature for a given photon energy), the geometric design
of the TES array (spatial resolution) as well as the energy reconstruction method. Due to the many
interacting factors involved, it is very helpful to develop a simulator for the entire telescope — this
way, one can easily change system parameters in a simulation instead of experimentally comparing
many parameter combinations, saving development costs. This is especially important for X-ray
observatories, which have to be planned very carefully before being sent into space.
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Figure 1: Figure and caption taken from Irwin & Hilton (2005): “The transition of a superconducting
film (a Mo/Cu proximity bilayer) from the normal to the superconducting state near 96 mK. The sharp
phase transition suggests its use as a sensitive thermometer.”

The end-to-end simulator for the X-IFU is being developed as part of the SIXTE (SImulation of
X-ray Telescopes) software package (Wilms et al., 2014). This package is open software (available at
http://www.sternwarte.uni-erlangen.de/sixte) and designed to be as modular as possible
— by combining different software tools, one can essentially build an instrument from scratch using
implemented routines, starting with the generation of photons from defined sources, simulating the
photon imaging process and detector response and ending with the subsequent energy readout.
SIXTE contains two tools for the simulation of transition-edge sensors: tessim (Wilms et al., 2016)
and the xifupipeline. Their simulation concept is outlined in Fig. 2. The purpose of tessim
is to accurately simulate the physics of a single TES pixel using the differential equations from
Irwin & Hilton (2005). However, running these simulations for an entire array of TES pixels would
require a prohibitive amount of computation time. For detector-level simulations, one instead uses the
xifupipeline: It calculates the detector response via interpolating from tables created via tessim or
retrieved from experimental data. This approach, while less accurate, requires much less computational
effort, allowing the simulation of observations at or below real time.

To predict the energy resolution of the X-IFU, tessim already implements the known noise-effects of
transition-edge sensors (Kinnunen, 2011). However, there is one effect degrading the resolution which
has not been implemented yet — that of crosstalk.

Crosstalk is a general term for the unintended transmission of information between signal channels —
for TES arrays, this would mean that a signal in a perturbing TES would have an effect on the readout
of another TES. Among the various types of crosstalk, this thesis focuses on electrical crosstalk. This
type of crosstalk is caused by multiplexing, which is the combination of the signals of multiple pixels
into one channel. The need for this procedure comes from a limited cooling power for the instrument
— since any wiring from the room temperature readout electronics to the sub-Kelvin detector pixels
is a thermal link, all available cooling power would be wasted in the heat differential if one directly
connected each individual pixel to the readout electronics.

The goal of this Bachelor’s thesis is the implementation of crosstalk in the tessim simulator. To that
extent, I will first describe the simulations done by tessim in more detail (Section 2). Then, I will
outline the planned multiplexing scheme for the X-IFU and derive the electrical crosstalk resulting
from this method (Section 3). The implementation of these effects in tessim — or rather, a new tool
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Figure 2: Simulation principle of tessim and the xifupipeline. Energy events from a list containing
photon arrival times and energies can either be calculated via tessim with an additional energy
reconstruction scheme (here SIRENA), or interpolated from existing tables via the xifupipeline.
Figure provided by Philippe Peille (priv. comm.).

based on it, called teslute — will be shown in Section 4. Following the implementation, I will apply
teslute and show the results of various simulations providing data for use in the xifupipeline
(Section 5), after which I will conclude and provide an outlook of possible future modifications to both
tessimand teslute.



2 tessim Simulations

tessim (Wilms et al., 2016) is the current transition-edge sensor simulator tool implemented in SIXTE
(Wilms et al., 2014). Based on an input FITS file describing photon arrival times and energies for
the simulated pixel, it solves the differential equations for TES temperature 7 and current I (Irwin &
Hilton, 2005)

dT
CE = —P, + R(T,DI* + P + Noise (1)
dl .
LE =V — IR, — IR(T, ) + Noise, (2)

where C is the heat capacity of the TES and its absorber, P, is the power flowing from the TES to the
heat bath, P is the signal power due to an incident photon and R(T, I)I? is the Joule power deposited in
the TES (R(T, I) being its resistance). In the current equation, L is the inductance — which may be an
effective inductance, see Section 3 — V is the bias voltage and Ry is the load resistance. For an example
TES circuit, see Figure 4.

The modeled noise sources include thermal fluctuations in the heat conduction between the TES and
the heat bath, Johnson noise in the load resistor and amplifier noise during readout. The Johnson
noise in the TES is calculated via a nonlinear equilibrium ansatz (NLEA, see Irwin & Hilton (2005)),
which takes into account the nonzero current dependence S of R(T, I). The TES noise also includes an
unexplained excess noise found in experiments (Kinnunen, 2011), quantified by an empirical parameter
m.

Currently, tessim uses a Runge-Kutta differential equation solver at a fixed step size. For future
developments, it is planned to use an adaptive step size statistical differential equation solver to properly
handle the inherently statistical heat conduction behavior at such low temperatures.

For R(T,I), tessim uses a resistance model linear in both temperature and current around the operating
point resistance Ry, current /, and temperature T

OR OR
R(T,I)=Ry+ —| (T —Ty)+ —| - 1), 3
(T.1) = Ro+ 5| (T =To)+ | (I~ Io) 3)
where we encode the partial derivatives via the two parameters
O0logR Ty OR
o= 2282 - 002 ()
(910g T 1o Ry oT i
O0logR Iy OR
p="2 =2 5)
dlogllrty Ry 0l

This ansatz is predicated on the assumption that one remains close to the operating point of the TES,
which may not be the case for high count rate scenarios. More complex resistor models such as those
discussed by Wang et al. (2012) will be implemented in the future.

The output of tessimis a FITS file containing the current, /(7). Optionally, it may either return a
continuous current stream throughout the entire simulation or return triggered records. Records have a
fixed length in samples — their actual duration in seconds depends on the sample rate — with the idea
being that in an actual spacecraft, not the entire data stream of measured currents is used to calculate
the energy of incident photons, as this would waste computational resources. Rather, the data stream
goes through a so called trigger, which, using various means (Wilms et al., 2016), detects events in the
data stream and forwards them to the reconstruction algorithm. A trigger may be implemented, for
example, by thresholding on a moving average of recently recorded samples — triggering when that
moving average surpasses a set value — or thresholding on a low-pass filtered derivative of the current
Stream.
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Figure 3: An example of current pulses produced by tessim for varying photon energies. Left: Pulses
normalized to the same area. Right: Pulses normalized to the same peak current.
Figure taken from Wilms et al. (2016).

Figure 3 shows part of a data stream generated via tessim. Note that the current output is always
given as Iy, — I(t), 1.e. only as the difference from the equilibrium current of the TES, with an inverted
sign.

Using the output produced by tessim, several energy reconstruction methods are currently being
developed for the X-IFU (Peille et al., 2016). In Section 5, I will use optimal filtering (Rey, 1991)
to reconstruct the energies of both pure crosstalk pulses as well as the energies of pulses affected
by crosstalk. We will see there that the impact of crosstalk is also dependent on the applied energy
reconstruction method.

In order to provide an output which the reconstruction methods will have to work with in the actual
X-IFU, tessim provides the output current both in Amperes, as a double-precision float, as well as
in artificially digitized Analog Digital Units. All reconstruction methods use the latter output, which
simulates the instrument’s ADC, providing the current transformed into unsigned 16-bit integers.
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Figure 4: Circuit diagram for the FDM-readout scheme.

3 Crosstalk in FDM

3.1 FDM Circuit

Frequency domain multiplexing is a technique for combining the current output of multiple TES
pixels into one signal from which all necessary data can be retrieved afterwards. For an outline of the
proposed X-IFU readout scheme, refer to den Hartog et al. (2014). See Figure 4 for a schematic of the
readout circuit with two TES-pixels.

A voltage source provides sinusoidal carrier voltages at frequencies f, f>.... These bias voltages are
applied to each TES (denoted by R;) in parallel. Every parallel circuit contains a capacitor C; and an
inductor L; chosen such that %C = 2rf; = w;, so ideally, each TES R; only couples to the bias voltage
at frequency f;. Each TES is coupled to the LC-circuit via a transformer coupling with a Transformer
Turns Ratio a, where the TES-subcircuit is considered to be the primary circuit.

The total current through these parallel LRC-circuits is simply the sum of currents through each circuit
individually. This current then flows through the readout-coil (inductance L) which is magnetically
coupled to a SQUID. After additional amplification, these currents are demodulated, such that the
current trough each TES separately can be retrieved and further analyzed.

This circuit can be further simplified by replacing the transformer coupling with equivalent values
by assuming ideal transformers; either by up-transforming the TES resistances by a factor of a* —
thus looking at the LC-circuit, where crosstalk arises — or by down-transforming all inductances by
a factor of aiz up-transforming the capacitances by a*> and multiplying all currents and voltages in
the LC-circuit by a or lll, respectively. The latter transformation assumes that both TES resistors are
coupled with the same transformer turns ratio and represents the TES-circuit. Since tessim simulates
the TES-circuit, I will use latter transformation.

After using this transformation, one can further simplify the readout circuit by connecting all grounds —
see Figure 5. The SQUID — which is still inductively coupled to L¢ — has been omitted. In this case,
the current /; + I, reaches the readout coil, L.

Using this FDM-Circuit, we can now examine the resulting electrical crosstalk. We define R, to be the
pixel whose current we are interested in reading out (the "Signal TES") and R, to be the pixel which
produces crosstalk (the "Perturber TES").

The following calculations expand on Dobbs et al. (2012) , although their calculations assume the same
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Figure 5: Simplified circuit diagram corresponding to Fig. 4. The SQUID has been omitted.

inductance L for all filter coils — only the capacitances differ between filters. They also use different
notation and interpret their results for bolometers — which measure a change in a power flow, unlike
calorimeters, which measure particle energies.

3.2 Carrier Overlap

Since we are considering a readout circuit with two TES pixels, we will separately look at the currents
produced at their carrier frequencies. These equations are thus not solved in the time domain, like they
are for the individual pixels in tessim. The differential equation solver provides values for R;, R, and
I as well as I3, which are the currents through pixels 1 and 2 at their respective carrier frequencies.
At the carrier frequency w;, we can use Kirchhoff’s circuit laws to obtain two equations describing the
currents in this circuit,

w . w w . 1 w . w w w
V' =iwLe (1Y + 13) + (Rl +iw Ly + iwlcl)lll = i Le (I + I9") + Ry (6)
o o o : R
v :1w1Lc(111+Izl)+(R2+lw1L2+iwlcz)lzl’ 7
where the term iw;L; + ﬁ cancels, since w; = %c

Solving Eq. 7 for I, we obtain

wi _ VZUI - iCU]LcliU] _ VZJI - iw]Lcli‘” (8)
2 R, + ia)l(Lz + Lc) + m Ry + iZI,wl ’
where
1 CU%Lz
Ziw =wi (L + L) - —— =wi(la + Le) - )
U)]C2
wi - w;
= L2 + (,()ch. (10)
w1
Following this, we can separate /" into its real and imaginary components, yielding
VR = 01 Zi Ll | = i [V Z, + 1R LT
L' = —— . 11
R;+7;,

9



This crosstalk current is generally known as carrier overlap — at the frequency wy, the pixel 2 emits
an additional current, which is read out "on top" of the actual signal current ;. Its signal depends
very much on the readout mode — assuming /;" is in phase with V,”', one can use 1Q-demodulation to
separate the readout current into the part in phase with the bias voltage and the part phase shifted by
90°, called the I and Q mode, respectively. In the readout, the I-current would be I{” + R(Z;") and the
Q-current would be J(5").

One can also simply consider the amplitude of the output current, regardless of phase. In this case, the
measured current along with crosstalk would be

B = 17+ R (1)) + (3 () (12)

where I} is assumed to be entirely real.

Dobbs et al. (2012) also give an estimation for the magnitude of this crosstalk: By neglecting the
Lc-contribution and assuming that w; ® w,, one can estimate Z;,, ~ 2L,(w; — w,). Using a Taylor
expansion, one can approximate the ratio between the magnitudes of the current pulses for both pixels

as 5

ALY R

2 ‘z 2 . (13)
All ! 2L2(a)1 — (,()2)

While my simulations are more accurate than this estimation — especially with regards to Z; ,, at higher
frequency distances — it is still useful as an order-of-magnitude estimation of crosstalk pulses.

3.3 Common Impedance

At the carrier frequency w,, we can retrieve a similar set of equations describing the readout circuit,

1

VZ)2 = iw,L¢ (I‘luz + 1124)2) + (R] + iw, Ly + o C )I(luz (14)
2¢1
1

V2 = ianLe (I + I37) + (R2 +iwy Ly + — )1;2 =iwLe (I + 1) + Ros?, (15)
2-2

where now the terms with L, and C, cancel, I;" 2 is the on-resonance current and /' i"z is the crosstalk,
which we can calculate as before by rewriting Eq. 14

[Vg’le - wZZszLCI‘Z"Z] - i[vg’zz,m + a)leLCI;’Z]

Iwz — , 16
! R} +7},, (16)
where
1 (/L)%Ll
Ziw, = wy(Ly + L) — =wy(Ly + L¢) - (17)
wCy W)
W2 — w2
=L 214wl (18)
(00)

This current is just the carrier overlap crosstalk produced by the pixel 1 at the frequency w,. However,
we are not interested in the readout of the pixel 2. Instead, we consider the effect of this current on the
pixel 1, as it causes an additional Joule heating

P(t) = R (V2O (0) = ViR (1) sin*(wat) (19)
(V) Ri = Vw2 Zy 0 Lol

- K47 sin?(wyf). (20)
»W2

10



By integrating over one cycle of the carrier voltage and dividing by T = 27/w,, we obtain the average
power deposited in the pixel 1 due to common impedance crosstalk as

2
1 (Vi) R = Vi waZy o, Ll
Pcommon - X .
2 R +Z;

Law,

21

It is interesting to look at the change in the common impedance crosstalk when the current 75> changes
by dlI, as is the case when a photon is absorbed by the perturber pixel;

dl VZ)Z wZZ[,wz LC

chommon = -
2 R+Z
»W2

(22)
If we neglect R, in this equation and recall that the sign of Z; ,,, equals the sign of w, — w, (neglecting
the effect of L¢ on Z;,,, which is usually very small), we see that this type of crosstalk can cause either
negative or positive Joule heating, depending on the choice of perturber and signal frequency. Note
that usually, the sign of dI is also negative, since the photon arriving in the perturber pixel raises its
resistance, thus lowering 15 under constant voltage bias.

Altogether, this means that the common impedance crosstalk effect has the same sign — in the sense of
deposited energy — as w, — w;.

For a rough estimation of this crosstalk, one can — similarly to the case of carrier overlap crosstalk —
write Z;,, ® 2L;(w, — w,). Note that L¢ is usually much smaller than L;. Neglecting the contribution
of R, in the denominator of Eq. 22, one finds

dlv,”  awnlc
2 2Li(ws - CU]).

chommon ~ = (23)
Note that the term (dI V.2l 2) equals the negative electrothermal feedback resetting the pixel 2 to its
operating point.

3.4 Additional Crosstalk Effects

For the sake of completeness, I will summarize some known crosstalk effects which have not been
implemented in my own simulations. Refer to den Hartog et al. (2016) for the effect of these types of
crosstalk on observations as well as some mitigation options.

The first mechanism, which is already implemented in the xifupipeline, is referred to as thermal
crosstalk. It is the result of thermal coupling between two physically adjacent pixels, where thermal
power flows from a pixel which has been heated by an incident photon to other pixels or the array
itself. Iyomoto et al. (2008) have measured this crosstalk for an 8x8-pixel array. The magnitude of
this crosstalk is dependent on the layout and construction of the actual array. The xifupipeline uses
experimental estimations in order to incorporate this effect.

Dobbs et al. (2012) describe a crosstalk due to inductor cross-coupling: This crosstalk is electrical in
nature and comes from the fact that the filter inductors of physically adjacent pixels couple magnetically.
This leads to current modulations in any particular channel being transferred to adjacent pixels. By
making sure that neighbouring inductors are far apart in frequency space as well as by installing
magnetic shielding between filter inductors, this crosstalk can be mitigated.

A more complex crosstalk effect arises from the non-linear amplification of the readout SQUID,
described by den Hartog et al. (2016). For each frequency channel, the SQUID output also contains
higher harmonics of that channel. These higher harmonics may affect the readout of other channels,
where the precise effect once again depends on the frequency spacing as well as the difference in arrival
times of these photons. It is implemented in the xifupipeline via a lookup-table dependent on the
arrival times of two particular photons.

11
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4 Implementation in teslute

In order to produce a first estimate of the impact of crosstalk, I wrote a new SIXTE tool called teslute
(Transition-Edge Sensor LookUp-Table gEnerator). It is based on tessim and will be merged into
tessimin the future. As the name suggests, its first purpose was to generate so-called lookup tables —
to be further outlined in Section 5.3 — which will be used in the xifupipeline.

The general principle of teslute is outlined in Figure 6. Essentially, I use the differential equation
solver of tessim to simulate the signal and perturber pixel (1 and 2) separately, calculating the
crosstalk emitted by the perturber pixel after each differential equation step.

The common impedance crosstalk is calculated via Eq. 21; the temperature of the signal TES is then
simply changed by the calculated Joule power divided by its heat capacity.

For the carrier overlap, there are several options: By default, the usual readout current is simply
replaced by the current calculated in Eq. 12. Optionally, it is also possible to switch the readout of the
signal TES to either the I or Q channel, where the crosstalk is applied accordingly.

In order to later analyze crosstalk pulses which are too small to be digitized or simply below the
triggering threshold, I have also implemented an idealized triggering scheme based on the actual
impact times read from the pixel impact file. Thus, this trigger actually knows the exact arrival times
of each photon, disregarding any change in the actual TES. This trigger will, naturally, only be used
for simulation tests and debugging.

While one could also construct a new system of differential equations encompassing the entire readout
circuit in order to solve the entire system as one set of coupled equations, I have chosen this rather
modular approach. The purpose behind this choice is an easy extensibility — I could very easily add
any amount of additional TES pixels emitting crosstalk to pixel 1, simulating the crosstalk effects of a
larger readout-circuit. By simulating all pixels separately, we also have the option of running them at
different integration step sizes after implementing an adaptive equation solver. Describing the entire

12



Table 1: Physical parameters of the TES-pixels simulated in this thesis.

Parameter |  Value
Pixel Type SPA Hybrid
Sample Frequency | 156.250kHz
Sample Time 6.4 us
Iy 72.6672 uA
Ry 1.1 mQ
Lﬁher 2 ﬂH
LC 2nH
TTR 4.052
o' 100
B 10
To 90 mK
Tbath 55mK
CAbsorber 0.26 PJ / K
G 300pW/K

system via one set of differential equations would mean that, in these cases, we would also have to
simulate idle pixels at smaller step sizes, even when it would be unnecessary. This would be a waste of
computational power.

5 Results

The following simulations are all based on the pixel defined in Table 1. It is based on the Hybrid SPA
pixel described by Smith et al. (2016). These SPA-pixels (Small Pixel Array) are part of a proposed
sub-array of the X-IFU’s Large Pixel Array (LPA). They are designed to be placed in the center of the
detector, meaning they would have the highest photon count rates during most observations. In order
to still resolve single events, they thus require very small fall-times. Since the count rate should be
highest for these pixels, they should also be among the ones most affected by crosstalk.

Both simulated pixels are assumed to have the same parameters aside from carrier frequency. Here,
G is the heat conductance from absorber to the heat bath and TTR is the transformer turns ratio.
Note that, as described in Section 3, my crosstalk calculations use the values for L- and Ly, in this
table down-transformed by TTR™2. Voltage and current values are given as their equivalents in the
TES-subcircuit. Since I wanted to analyze even very low crosstalk signals, I disabled the simulation
of any noise. The weakest crosstalk events I simulate will turn out to be below noise level (see Sec.
5.2), such that they will not need to be considered in detector-level simulations. Further work will be
necessary in order to qualify the events which fall below this threshold.

5.1 Operating Point Offset

The first basic crosstalk effect appears not only due to perturber pulses, but is rather a constant operating
point offset in the signal pixel. This contribution comes from the constant additional Joule power due
to the common impedance crosstalk from Eq. 21. Depending on the sign of (w, — wy), this constant
offset may either be an increase (w; > w,) or a decrease (w; < w,) of the operating point temperature.

13



1 keV pulses for different crosstalk baseline shifts

-1.60
— No Crosstalk
-1.65} — f1=2.2MHz, f,=2.1MHz ||
. — f1=2.0MHz, f,=2.1MHz
-1.70f i
é -1.75} |
€ Reconstructed Energies:
(0]
S _1.80} 1.00010 keV i
© 0.98502 keV
1.01406 keV
-1.85} i
-1.90F \ i
-1.95 L ! . ,
0 1 2 3 4 5

Time [ms]

Figure 7: Effect of the shift in operating point due to constant common impedance crosstalk. I
simulated 1 keV photons on the signal pixel, which is affected by the constant change in Joule heating
due to common impedance crosstalk. The difference in reconstructed energies shows the calibration
issues.

Figure 7 shows this shift in the operating point current, as well as the effect on the energy reconstruction.
At different frequency combinations, I simulated a perturber pixel with no incident photon and a single
1 keV pulse on the signal photon. Since the signal pixel is in a different state for each simulation, it
also reacts slightly differently to an incident photon of the same energy — the produced pulse shapes
are slightly different. As such, the optimal filter which has only been calibrated for an unaffected pixel
finds slightly different energies for each pulse. For this case, the variation in energy is of the order of
10 eV.

There is a caveat to this finding: In a realistic detector, the signal pixel would receive this constant
crosstalk from more than one pixel. If the pixel has two neighbouring pixels with frequencies above and
below the signal frequency, this effect should be partially canceled out, since the sign of the operating
point offset is dependent on the frequency difference. However, Eq. 18 shows that this effect is not
entirely symmetric in frequency space, such that there would still be a remaining offset. A simulation
of more than two pixels would, as such, yield a more accurate estimate of this setpoint offset.

All in all, this effect poses a calibration issue; it will appear in a real detector and will have to be taken
into account during its calibration. In order to accurately reconstruct these energies for teslute, one
would have to calibrate the energy reconstruction individually for each frequency combination. This
has, however, not been done for the following simulations.

5.2 Crosstalk Pulses

After understanding the constant effects of crosstalk, we can now examine the crosstalk signal for a
perturber TES receiving photons. Figure 8 shows the crosstalk signal of 10 keV perturber photons for
two different carrier frequency combinations. In order to study them separately, I have simulated both
the total crosstalk as well as the individual carrier overlap and common impedance contributions. To
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Figure 8: Individual crosstalk pulses simulated via teslute. For comparison, the downscaled perturber
pulse has also been plotted. Depending on the frequency differences, the common impedance pulse
may be positive or negative. Note that the common impedance pulse has a slower response time than
the carrier overlap pulse, due to the former being an electrothermal effect.

compare their shapes, I have also plotted the perturber pulse, scaled down by a factor of 500.

The results of these plots are consistent with our earlier calculations: The signs of the common
impedance pulses agree with the sign of f, — f;. A common impedance pulse is always opposed to the
offset due to the constant common impedance — this comes from the fact that the setpoint current is
positive, while the heating due to incident photons causes a lower current in the perturbing TES. Note
once again that the current output of tessim and teslute has been inverted and the baseline current
has been subtracted.

The carrier overlap crosstalk pulses always have a negative sign, regardless of signal and perturber
frequencies.

We can see that in the pixel simulated here the common impedance contribution dominates the crosstalk
signal. It is also interesting to note that the carrier overlap pulse has a very similar rise time to the
perturbing pulse, since they both directly originate from the change of resistance in the perturber pixel.
The common impedance pulse has a longer rise-time due to its electrothermal nature — the increase in
the perturbing current leads to additional Joule heating for as long as the perturbing current is below its
set point. This behavior is opposed to a current pulse due to an incident photon, where all energy is
dumped instantly.

For the effect of the crosstalk on the energy resolution in a realistic detector, it is also interesting to
consider its magnitude compared to that of the intrinsic TES noise. In Figure 9, I have simulated a
series of perturber photons with linearly increasing energies, where the simulation of noise in both
pixels has either been enabled or disabled. The energies increase from 0.2 keV to 13.8 keV in steps of
0.4 keV.

One can see that the weakest pulses actually disappear entirely under the noise level, while higher
energy pulses are clearly distinct from the noise. The peaks of the latter are, however, still strongly
impacted by current fluctuations due to noise. In a power law spectrum, the photon flux at low energies
is higher, such that most crosstalk events may also be below noise level. In general, the relative impacts
of noise and crosstalk on energy resolution will depend on the precise spectra of the observed sources.
Simulations of these realistic sources will be necessary in order to decide which effect is more critical
and what design steps should be taken in order to improve resolution.
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Figure 9: Two teslute runs with perturber energies increasing linearly from 0.2 to 13.8 keV in steps
of 0.4 keV. The simulation of noise is either disabled or enabled. One can see that the smaller crosstalk
pulses disappear under the noise level, while the peaks of the larger pulses are still strongly modified
by noise.

5.3 Lookup Table

Simulating the entire X-IFU detector with roughly 4000 TES pixels separated into several readout
chains (Barret et al., 2016) via an extension of teslute to a full array would be very inefficient, with
simulations of single observations running much longer than the actually simulated exposure times. In
order to do detector-level simulations, we instead use the xifupipeline, which linearizes the entire
observation process, interpolating between energy values determined ahead of time with more precise
simulation tools saved into so-called lookup tables.

The approach for the simulation of crosstalk events is quite the same (den Hartog et al., 2016) — when
two photons arrive at two pixels in the same readout chain with time differences where those events
may affect each other, we use a lookup table to compute the energy output of those pixels. The currently
implemented format of the lookup table is three-dimensional — for a given energy of the perturber
photon and the carrier frequencies of the signal and perturbing TES, it lists the energy deposited in
the signal TES by crosstalk in eV. Additionally, we use time dependence weights, where the energy
value in the lookup table is multiplied by an additional factor depending on the difference in arrival
times between signal photon and perturber photon. The crosstalk energy interpolated from these tables
is then simply added to the signal energy. I will also calculate a set of time dependence weights in
Section 5.4.

Previous simulations (den Hartog et al., 2016) used a lookup table calculated outside of tessim, which
assumes that the resistance of the signal TES stays constant during crosstalk events. The common
impedance crosstalk, however, is entirely predicated on the change in the signal TES resistance due to
a fluctuation in its Joule heating. Thus, I believe that teslute simulations should yield more accurate
crosstalk values.

The generation method for a lookup table is fairly straightforward: For any combination of signal and
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Figure 10: A slice of the lookup table generated via teslute at a constant perturber energy. Crosstalk
is strongest along the sub- and superdiagonals, where the frequency differences are at their minimum.
Its magnitude also increases with the perturber frequency.

perturber frequencies between 1 and 5.5 MHz in steps of 50 kHz, I simulated a series of photons with
linearly increasing energies incident on the perturber pixel — the very same stream used to generate Fig.
9, in fact. The signal pixel received no photons in these simulations. The crosstalk pulses in the signal
pixel were then triggered via my own impact-time based trigger. I then applied the optimal filtering
reconstruction to those pulses and wrote the resulting energies into the lookup table.

Note that directly retrieving crosstalk energies from the pure crosstalk pulses is an idealization; in
a real detector, those pulses should not be registered as actual events, as they should be below the
triggering threshold — or even below the noise level (see Sec. 5.2). The realistic scenario would have
photons incident on both the signal and perturbing TES, where we would measure the difference in the
energies reconstructed from a signal pulse unaffected by crosstalk to a pulse affected by crosstalk. This
would then take into account that the state of the signal pixel is also altered while it receives photons,
instead of simply adding the energy reconstructed from a pure crosstalk pulse to that of an unaffected
signal pulse.

Figure 10 shows a slice of the lookup table generated via teslute. In this plot, the dimension of the
table has been reduced by choosing a constant perturber energy.

The crosstalk for equal signal and perturber frequencies has been defined as 0 eV. The color plot
clearly shows that the crosstalk energy is positive for f, > f; and negative otherwise, since common
impedance dominates all crosstalk. We can also see that the crosstalk is strongest along the sub- and
superdiagonals, where frequency differences are at their lowest. As expected from Eq. 21, the common
impedance crosstalk also becomes stronger with increasing perturber frequencies.

In order to offer a more detailed picture than a color plot, the left panel of Figure 11 shows a slice of
Fig. 10 with a constant signal frequency. Here, the asymmetry of the simulated crosstalk becomes very
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Figure 11: Left: Lookup table values for a constant signal frequency, showing the frequency asymme-
tries in crosstalk. Right: Lookup table values for constant frequencies and varying perturber energies
— the crosstalk is non-linear in energy. Note that the crosstalk energies at f; = 2.2 MHz have been
inverted.

clear. For one, at perturber frequencies close to the signal frequency, the negative crosstalk is slightly
stronger than the positive crosstalk. This most likely comes from the carrier overlap crosstalk, which
produces negative pulses, regardless of the sign of f, — fi.

Secondly, one can see that while the negative crosstalk goes down to close to O eV at high frequency
distances, the positive crosstalk decays much more slowly, remaining slightly above 1eV even at
the maximum distance. This behavior is a result of the inherent asymmetry in common impedance
crosstalk, as for these regions, the usual assumption that Z; ,, is simply proportional to (w; — w;)™! is
no longer valid. By neglectmg the contribution of Rz in Eq 22, the magmtude of the crosstalk power is

into account.

The right panel of Flguré 1 1 shows the dependence of crosstalk on the perturber energy for two different
frequency combinations, where the sign of the negative crosstalk has been inverted for the sake of
comparison. This shows that the dependence of crosstalk on the perturber energy is non-linear. It also
shows that at low frequency differences, the negative crosstalk is consistently stronger in magnitude
than the positive crosstalk.

As an additional feature, I have also produced lookup tables for hypothetical detectors which only
experience either carrier overlap or common impedance crosstalk. This scenario is generally unrealistic,
since the common impedance crosstalk is essentially caused by carrier overlap crosstalk. The purpose
of these tables is to be able to manually vary the magnitude of both types of crosstalk individually, in
order to assist in detector design.

Note that the simulations of pure carrier overlap crosstalk use Eq. 12 with a value of Ly = 0, while the
pure common impedance simulations assume that /reaqoue = 17"

Figure 12 show the same plot as the left panel of Fig. 11 for both components. These plots nicely
demonstrate two aspects of crosstalk: First, common impedance crosstalk is the dominant effect at all
frequencies. Second, the carrier overlap crosstalk strongly contributes to the asymmetry of the total
crosstalk at low frequency differences — at Af = 0, the carrier overlap keeps the same sign, while the
sign of the common impedance component switches.

Close to Af = 0, the carrier overlap crosstalk also shows a much steeper decay than the common
impedance crosstalk — the former falls down to ten percent of its maximum strength within 200 kHz,
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Figure 12: The same plot as the left panel of Fig. 11, but separated into carrier overlap and common
impedance. Left: Both components in the same scale. The common impedance crosstalk dominates,
while the carrier overlap crosstalk contributes an asymmetry at low frequency differences. Right: An
individual plot of the carrier overlap values at a smaller scale.

while the latter stays above ten percent of its maximum strength within 500 kHz (The maximum

crosstalk value recorded is for Af = 50kHz). Estimations from before align with these results — while

the strength of carrier overlap is proportional to (Aw)~2 (see Eq. 13), the common impedance crosstalk
2

is proportional to % ~ 2(ws — w))7!, for low Af.
2 1

5.4 Time Dependence

The lookup table in the previous section contains the reconstructed energies for pure crosstalk pulses
which are perfectly triggered. This data alone is not yet sufficient for accurate predictions of the impact
of crosstalk on the readout of a signal photon — one also has to take into account the difference in
arrival times of the perturbing photon and the signal photon. For instance, a perturber photon arriving
before a signal photon would change the state of the signal TES before it receives the second photon,
affecting the pulse shape. A delayed perturber photon may instead cause a perturbation while the signal
TES returns to its operating point, changing the pulse shape in a different way.

In order to understand these effects, I have run a series of simulations in teslute. For the signal pixel,
I have generated a stream of photons at constant energies incident every 10 ms. For the perturbing TES,
I have generated another stream of constant energy photons, were the photons arrive every 10.01 ms,
starting slightly earlier than for the signal TES. As such, the first perturbing photon arrives 1 ms before
the first signal photon, after which the difference in arrival time changes due to the different arrival
rates. The difference in arrival time then goes linearly from -1 to 4 ms, where a negative sign implies
the perturber photon arriving earlier.

For the so defined pixel impact lists, I have run several teslute simulations for different photon
energies and frequency combinations. In the left panels of Figures 13 and 14, I am plotting the
reconstructed energies of the simulated signal photons for either varying perturber frequency (Fig. 13)
or perturber energy (Fig. 14). In order to better compare the shapes of these curves, the right panels
contain the same datasets, where the energy reconstructed from an unaffected pulse has been subtracted
from the reconstructed energies and the resulting values have been normalized to 1 for simultaneous
perturber and signal impacts — i.e. at Oms delay. As such, one can obtain the energy by which the
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Figure 13: Left: Reconstructed energies of 1 keV signal pulses affected by 7 keV crosstalk pulses. The
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of the unaffected pulse has been subtracted and all curves have been normalized to 1 at O ms delay.
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Figure 14: Left: Reconstructed energies of 1 keV signal pulses affected by crosstalk pulses of varying
energies. The time delay of the perturber photon varies while the frequency combination is constant.
At around 3.3 ms, the crosstalk pulse no longer affects the signal pulse. Right: The same values, where
the energy of the unaffected pulse has been subtracted and all curves have been normalized to 1 at O
ms delay.

signal pulse has been modified by multiplying the time dependence weights in these figures with the
lookup table energy at the given frequency combination and perturber energy.

I have also run similar simulations for varying signal energies with constant perturber energies, whose
results are displayed in Figure 15. Note that in the left panel, the energies reconstructed from unaffected
signal pulses have already been subtracted so as to be able to plot all curves at the same scale. The
right panel has been calculated in the same way as for Figures 13 and 14.

The time dependence curves all share some similar features: From a delay of about 3.3 ms on, the
reconstructed energies stay constant. This comes from the length of the triggered records being 512
samples, which — using the sample times from Table 1 — corresponds to 3.28 ms. As such, those
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Figure 15: Left: Reconstructed energies of varying signal pulse energies with constant perturber
energies. In order to plot them at the same scale, the energy of a signal pulse unaffected by crosstalk
has been subtracted. The time delay of the perturber photon varies while the frequency combination is
constant. At around 3.3 ms, the crosstalk pulse no longer affects the signal pulse. Right: The same
values, where all curves have been normalized to 1 at 0 ms delay.

last photons are entirely unaffected by crosstalk, as the additional pulse is not even recorded. The
differences in the energies reconstructed in Figure 13 at these delay times are purely due to the shift in
operating point outlined in Section 5.1.

Another common feature is the fact that the crosstalk events with the strongest impact actually come
from the perturber photons arriving slightly before the signal photon. This effect is not entirely
unexpected — as shown in Section 5.2, the common impedance pulses — which are the dominant
crosstalk mechanism in the pixels I'm considering — have a somewhat delayed rise time, taking
about 0.2 ms to reach their peak. It makes sense, then, that the crosstalk events where this rise time
is compensated by an earlier perturber pulse have the strongest impact. Time dependence tables
from purely electrical simulations (den Hartog et al., 2016) peak at a delay of O ms, since they don’t
incorporate this electrothermal effect.

The last feature worth pointing out is the long plateau of a suppressed and inverted crosstalk weights
between delays of about 0.5 and 2.5 ms. This should entirely be a reconstruction effect, since the
perturber photon arrives sufficiently later than the signal photon such that these pulses never directly
interact. In the optimal filtering method, this region after the signal current pulse is weighted negatively,
leading to this additional feature.

While the current implementation of the xifupipeline uses one set of time dependence weights for
all crosstalk events, Figure 13 shows that this may be an incorrect estimation. One can clearly see
in the right panel that the maximum weights differ by a factor of up to 50 % at different frequency
combinations. For different perturber energies, Figure 14 shows a much more consistent set of weights.
Thus, I suspect that the different peak weights may come from the frequency asymmetries shown in
Section 5.3 or the setpoint offset in Section 5.1. Whatever the cause may be, the mere presence of this
inconsistency warrants future investigation, as well as an extension of the lookup table using different
time dependence weights at different frequency combinations.

Figure 15 also shows a problem in the assumption of uniform time dependence weights — even for the
same frequency combinations, the effect of crosstalk on a signal pulse is also dependent on the signal
energy. This behavior is not surprising as such, since the state of the signal TES and its pulse shape
(see Figure 3) vary dramatically. This also questions the validity of the current form of the lookup
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table, since all values there have been reconstructed from pure crosstalk pulses and are then simply
added to the energy of the signal pulses, no matter the signal energy.

All in all, these results indicate that extending the current lookup tables to also be dependent on the
signal energy and with time dependence weights varying for different parameters would provide a
significantly more accurate way of implementing crosstalk in the xifupipeline.
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6 Outlook and Conclusions

The results of this thesis are very promising but also warrant further investigation — I have successfully
implemented the simulation of crosstalk into tessim and can produce lookup tables and time depen-
dence values which can be used in the xifupipeline. We now also have the ability to extend our
lookup table by taking into account the state of the signal pixel during a crosstalk event as well as the
difference in timing effects for different scenarios.

As a preliminary result, crosstalk energies appear to be below a threshold of 100 eV for the simulated
configurations (Fig. 10 is the worst case with the highest perturber energies simulated). There is also
a certain degree of asymmetry for different frequency combinations. These results will assist in the
design of the X-IFU detector.

However, there is still room for improvement: For instance, the effect of the constant common
impedance (Sec. 5.1) will most likely differ when simulating more than one perturbing pixel, as these
offsets may cancel each other out. Extending the simulation to a greater amount of pixels may yield a
more accurate picture, although the simulation of large arrays will not be computationally viable.
Simulating small arrays of TES pixels will also open the possibility of comparing the output of my
crosstalk model with experimental data from the FDM readout arrays currently being tested at SRON
(Akamatsu et al., 2016).

Using my crosstalk simulator, one could now also perform simulations for more realistic sources. The
photon streams I have generated up until now were from very artificial sources, since I directly wrote
the impact files I needed for my measurements. With realistic sources, one could for instance study the
degradation of the energy resolution due to crosstalk for different observation scenarios.

In line with such measurements, we can also compare the performance of the lookup table based
approach of the xifupipeline with that of tessim and teslute — it is possible that for certain
kinds of sources, the former approach may break down, requiring more accurate — and time-consuming
— simulations.
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